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Modern cluster architecture 

3 
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Modern cluster architecture. Node level 

4 
11/11/2014  

CPU 

CPU 

QPI 

Memory MC 

PCIe 

QPI 

Memory MC 

PCIe 

Fast Interconnect  

DMI 

PCH Ethernet  

SSD 

Co-processor 

Co-processor 



Copyright ©  2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.  Optimization Notice  

Modern cluster architecture. Node level 

5 

- HW: 

- Several sockets multicore CPU (2-4 sockets) 

- 2-4 GB memory per core 

- Accelerator/Co -processor (12.8% of total Top500 list)  

- ČÈÝïðč Ëêðáîßëêêáßð ÝàÝìðáî {ßëééñêåßÝðåëê Ýêà ËÑ| 

- ČÕèëóč Ëêðáîßëêêáßð ÝàÝìðáî {éÝêÝãáéáêð}ïïä| 

- Local storage 

- SW: 

- Îåêñô ÑÕ {ÔÊÇÎ}ÕÎÇÕ}ÅáêðÑÕ}+| 

- ÒÝîÝèèáè Èåèá ïõïðáé {ÒØÈÕ}ÒÝêÈÕ}ÉÒÈÕ}Îñïðîá}+| 

- ÌëÞ éÝêÝãáî êëàá èáòáè {ÎÕÈ}ÒÄÕ}Öëîíñá}ÕÎ×ÔÏ}+| 

11/11/2014  
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Modern cluster architecture. Cluster 
level. Fat Tree topology 

6 
11/11/2014  

Node Node Node Node 
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Modern cluster architecture. Cluster 
level 

7 

- HW: 

- Ëêðáîßëêêáßð ïóåðßäáï}ßÝÞèáï {ÈÝð ðîáá}ÆîÝãëêâèõ}Äñððáîâèõ}+ ðëìëèëãõ| 

- SW: 

- ÒÝîÝèèáè Èåèá ïõïðáé {ÒØÈÕ}ÒÝêÈÕ}ÉÒÈÕ}Îñïðîá}+| 

- ÌëÞ éÝêÝãáî {ÎÕÈ}ÒÄÕ}Öëîíñá}ÕÎ×ÔÏ}+| 

11/11/2014  
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Modern cluster architecture. Node level. 
CPU 

8 

- 64 bit architecture  

- Out Of Order execution  

- Up to 12 cores per socket (24 with Hyper Threading)  

- 1, 2, 4 sockets configurations (QPI) 

- Vectorization (AVX instructions set. 256 bit vector length)  

- 3 cache levels 

- Ãêà éÝêõ ëðäáî âáÝðñîáï+ 

11/11/2014  
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Modern cluster architecture. Node level. 
Memory hierarchy 

9 

- Several levels of hierarchy 

- L1 cache latency y ~4-5 cycles 

- L2 cache latency - ~10-12 cycles 

- L3 (LLC) cache latency - ~36-38 cycles 

- Local memory latency y ~ 150-200 cycles 

- NUMA impact 

- Remote LLC latency - ~ 70-80 cycles 

- Remote memory latency y ~ 200-250  cycles 

11/11/2014  
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Data locality is very important  
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Modern cluster architecture. 
Interconnect 

11/11/2014  
10 

- Infiniband  

- Technologies/APIs  

- RDMA (ibverbs, uDAPL, mxm) 

- PSM 

- Ethernet  

- Technologies/APIs  

- TCP/IP (sockets) 

- ÔëÅÇ {åÞòáîÞï# ñÆÃÒÎ# +| 

Remote memory latency ~ 1 usec (~2000 -3000 cycles) 

Accelerators/Co -processors have possibility to use Interconnect directly 
(E.g. CCL-direct)  

 

HCA 

OS 

CPU MEM 

HCA 

OS 

CPU MEM 

RDMA - OS-bypassing. Zero-copy mechanism 
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Programming models 

11 
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Programming models. 

11/11/2014  
12 

- Node level  

- Pthreads 

- OpenMP 

- TBB 

- CilckPlus 

- Cluster level  

- MPI 

- Different PGAS models 

- Hybrid model: MPI+X. MPI+OpenMP 
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Tools 

13 
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14 

Phase Product  Feature  

Build  

Intel ®  Advisor XE Threading design assistant  

Intel ®  Composer XE 

ÅC/C++ and Fortran compilers  
ÅIntel® Threading Building Blocks 
ÅËêðáèü Ååèçø Òèñï 
ÅIntel® Integrated Performance  Primitives  
ÅIntel® Math Kernel Library 

Intel ®  MPI Library  High Performance Message Passing (MPI) Library 

Verify  
& Tune  

 Intel ® ØÖñêáø  Amplifier XE  
Performance Profiler for optimizing application 
performance and scalability  

Intel ®  Inspector XE  
Memory & threading  dynamic  analysis for code quality   
 

Static Analysis for code quality  

 Intel ® Trace Analyzer & 
Collector  

MPI Performance Profiler for understanding application 
correctness & behavior  

Efficiently Produce Fast, Scalable and Reliable Applications. Including on 
Xeon Phi 

Intel® Cluster Studio XE 
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Application optimization/tuning 
example 

15 
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Project goals 

ÅÒëîð ðë Ëêðáèü Úáëê Òäåø Ýêà îáÝßä ðÝêãåÞèá ìáîâëîéÝêßá ãÝåêï 
vs initial Xeon-only baseline  

Å Test-drive Intel® Cluster Studio XE on Xeon Phi 

Å Create a case-study, with practical recommendations reusable 
in other cases 

 

Not a goal: to create the best performing ray tracer. Refer to 
dedicated projects (e.g. Embree by Intel Labs) 
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Tachyon ray tracer 

Open source ray tracing demo 
(http://jedi.ks.uiuc.edu/~johns/raytracer/ ) 

Part of SpecMPI suite 

Supports parallelism (MPI + OpenMP) 

http://jedi.ks.uiuc.edu/~johns/raytracer/
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Computational modes 

Real-time rendering  

 
Throughput computing  

 

Images (c) Audi, Dreamworks 

Production of Puss in Boots 
required 69 million render hours  
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Tachyon algorithm 

3D model is a set of primitives (e.g. triangles) 

3D space is pre-divided into grid, each voxel 
points to list of triangles contained/crossing it  

Image pixel calculated using ray intersections 
(lights, reflections, shadows) 

Hybrid parallelism: each frame is divided into 
chunks processed by MPI processes, a chunk 
is divided into lines processed by OpenMP 
threads 
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Known issues of the algorithm 

L Communication profile:   

Á1 master and n workers. Workers communicate to the master only.  

ÁMaster performs same computations + processing. A bottleneck and limited 
scalability.  

ÁEach frame starts after a previous one. There is no explicit synchronization but 
because of communication channel saturation slaves have to wait for the master.  

L Work imbalance:  lines and frames have different complexities  

ÁJ Hybrid parallelism with dynamic OpenMP scheduling helps to relieve  

ÁStatic MPI scheduling still exhibits the issue across frames  

Limited scalability across Xeon cluster. MPI+OpenMP hybrid better than MPI 
only  
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Extra challenge - imbalance across Xeon 
and Xeon Phi 
Xeon and Xeon Phi have different performances  

How to split up the work ?  

Which execution model to choose ?  

Is ray tracing good for Xeon Phi ? 
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Porting: Efficient apps for Xeon Phi 

1. Allow massive parallelism  
 (to load 60+cores x 4 threads)  

2. Run intensive computations  
 (to efficiently use 512bit vectors)  

3. Provide memory efficiency  
 (to meet current 6 -16GB constraints) 

Your application needs to meet certain requirements to use Xeon Phi best  

L  no slack: available parallel work  
      (frame height) ~ # of threads  

L  no vectorizable loops, only  
       scalar computations  

J 

ÖÝßäõëêĊï ìîëâåèá" 
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Target execution model y Symmetric 
MPI 

XEONÉ 

PHI 

XEON 

PHIË 

XEONÉ 
XEON 

PHIË 

NATIVE model OFFLOAD model SYMMETRIC model 

XEONÉ 
XEON 

PHIË 

MPI 

XEONÉ XEONÉ 

DIRECTIVES 

Most flexible. Least number of code changes.  
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Build for Xeon Phi 

No code changes, only makefile: 

 

-mmic Target platform  is Xeon Phi 

-fp-model fast=2  Trade-off between accuracy and performance, OK 
for ray tracing  

Very easy! Running code in a minute 
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Ùäõ ĉyfp-éëàáè âÝïða/Ċ % 

With default flag, a reciprocal (1/x) computation unexpectedly 
became a hotspot on Phi (not on Xeon):  

Å Compiler generated heavy -weight code for higher precision  

 

-fp-model fast=2 is a trade -off to favor performance (precision is 
still fine for ray tracing)  

Å Reciprocal calculation time reduced by >2x  
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Ôñê+ 

export I_MPI_MIC=enable  

 

mpiexec.hydra \  

    - n 2 - host mynode1 <command - line> : \  

    - n 2 - host mynode2 <command - line> : \  

é 

    - n 2 ïhost mynoden <command - line> : \  

    - n 2 ïhost mynode1 - mic0 <command - line> : \  

    - n 2 ïhost mynode1 - mic1 <command - line> : \  

    - n 2 ïhost mynode2 - mic0 <command - line> : \  

é 

    - n 2 ïhost mynoden - mic1 <command - line>  

Same syntax. A Phi card is just like another node. 
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First results 

4 nodes x 2SNB y 141.8 FPS 

4 nodes x 1KNC y 38 FPS ??? 

Heterogeneous run slows down. Need to understand what happens  

4 nodes x (2SNB + 1KNC) - 39 FPS !!! 

SNB ð Sandy Bridge, 2nd generation IntelÈ CoreÊ processors 

KNC ð Knights Corner, IntelÈ Xeon PhiÊ co-processors 



Copyright ©  2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.  Optimization Notice  

Using Intel® Trace Analyzer and 
Collector 

Multiple 

synchronizations: all 

processes wait for the 

master 

MPI overhead is 

significant comparing to 

useful work 
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×ïåêã ØÖñêáø Ãéìèåâåáî ÚÇ 

OpenMP overhead within 
each frame due to work 

imbalance 
 

(result collected on 61 
threads; 244 threads will 
worsen the imbalance) 
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×ïåêã ØÖñêáø Ãéìèåâåáî ÚÇ 

Poor vectorization of the 
hotspots. 

Recall: good vectorization 

is prerequisite for efficient 

Xeon Phi use 
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Conclusions 

Å No vectorization  y 512 bit registers (able to hold 16 floats) are 
wasted 

Å Insufficient parallelism y 240 hyper -threads are wasted 

 

Å Ranks on Xeon Phi run slower than on Xeon 

 

Due to static MPI scheduling within each frame and frame -by-
âîÝéá ßëéìñðÝðåëê# ÚáëêĊï ßÝêêëð ïðÝîð êáó âîÝéá ñêðåè Úáëê 

ÒäåĊï ßëéìèáðá ðäáåî èåêáï!  

 

 
Total performance suffers  
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Improvement directions  

Dynamic 
balancing across 
MPI ranks 

Efficient intra -process 
OpenMP parallelism  

SIMD: exploit 
vectors 

This works for both  Xeon Phi and Xeon 
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#1 - Dynamic MPI scheduling 

Each worker computes entire frame: asks a master for 
a frame #, computes and sends back entire frame  

Master maintains a circular buffer, dispatches frame #, 
displays a frame. No computation by master  

ÁCircular buffer to avoid memory growth  

Significantly reduces # of communications  

Reduced synchronizations: a worker does not wait for 
others anymore  

Compensates Xeon vs Xeon Phi difference  

Increases scalability 

Improves both Xeon Phi and Xeon -only ! 
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Code change 

Å Producer-consumer like algorithm  

Å New algorithm y ~250 lines in main loop  

Å Not Xeon Phi specific: could be implemented to address 
limited Xeon scalability. Xeon Phi just triggered it.  

Å This is important: you optimize for Xeon, benefit everywhere!  

Non-trivial but not a rocket science. Double ROI  
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Re-running Intel Trace Analyzer and 
Collector 

MPI processes are doing 

useful work, not waiting 

for each other 

ôThinõ master is quickly 

dispatching the work and 

polling for completion 
status 
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Re-running Intel Trace Analyzer and 
Collector (ßëêðĊáà) 

Each Xeon process (P1 

and P2) processes 2x 

data of each Xeon Phi 

process (P3-P10).  

 
Processes are no longer 

gated by each other 
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Create parallel slack by reducing chunk size: from a line 
to a few pixels. 

Á>= cache line (to avoid false sharing) 

Keep dynamic scheduling (OMP_SCHEDULE=dynamic) 

 

Enables massive parallelism (# of chunks >> HW threads) 

Compensates different line complexities  

ÁAlso helps on Xeon 

 

#2. Improve OpenMP parallelism 
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6 new lines y an OpenMP for-loop by pixel #, 
instead of by line #  

Code change 

Straightforward change. The same parallel model y OpenMP. Again, double 
ROI 



Copyright ©  2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.  Optimization Notice  

Re-running with Amplifier XE 

OpenMP overhead  

significantly reduced. 

The timeline is clean 

reflecting good work 

balance 
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#3. Exploiting SIMD (Single Instruction 
Multiple Data) 

How to utilize vectorization  when: 

Å there are no loops in a hotspot function ( tri_intersect ) ?  

Å the hotspot function is called on a linked list 
(grid_intersect )  ? 
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Code change y new data structures 

Composite triangles:  

Á SSE: 4 triangles, AVX: 8, Xeon Phi: 16 

Á Structure Of Arrays: register containing 4/8/16 float 
coordinates (x, y or z) 

ÁÄåð éÝïç ðë àáïßîåÞá ĉîáÝèĊ}ĉòëåàĊ ðîåÝêãèáï 

A small library of vector operations (+, -, dot-, 
cross-ìîëàñßð#+| ñïåêã intrinsics  

ÁReused from Embree for SSE/AVX, extended for Phi 

Single C++ template intersection (et al) function  

ÁNo code duplication  

Composite triangles 

Again, double ROI - improves both Xeon Phi and Xeon !  
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V1:  {x1, x2, é, xn} 
        {y1, y2, é, yn} 
        {z1, z2, é, zn} 

V2: ... 

V3: ... 
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Code change (ßëêðĊáà) 


