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Modern cluster architecture
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Modern cluster architecture. Node level
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Modern cluster architecture. Node level

- HW:
- Several sockets multicore CPU (2-4 sockets)
- 2-4 GB memory per core
- Accelerator/Co -processor (12.8% of total Top500 list)
- CEYi ot EédaiReééeanRd YavYiosal {Reéénéanvyda
- COeéeoct EeéevaiReéeéeaBRd YavYiosail {évyevaaéaeo})
- Local storage

- SW:
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Modern cluster architecture. Cluster
level. Fat Tree topology
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Modern cluster architecture. Cluster

level

- HW:

- EédcaiReéeeanrs i6aoraaiyRYpPeai {EYd o1
- SW:

- OYi Yeeae E&ea i6i0aée {OQEO} OYeEO} EOE
- 1 éep éevevyaai {1 OE}OAOYOéetina} Ol xOT } +|
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Modern cluster architecture. Node level.
CPU

64 bit architecture
- Out Of Order execution
- Upto 12 cores per socket (24 with Hyper Threading)
- 1, 2, 4 sockets configurations (QPI)
- Vectorization (AVX instructions set. 256 bit vector length)
- 3 cache levels

- Aéa éYeo éeoaalt aavoniai+
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Modern cluster architecture. Node level.
Memory hierarchy

- Several levels of hierarchy

h 4

h A 4

CPU

V'V ¥

Memory
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I N
L1 cache latency y ~4-5 cycles core | | core
L1 L1
Q
L2 cache latency - ~10-12 cycles L2 e || S
L3 (LLC) cache latency- ~36-38 cycles I I
LLC

Local memory latency y ~ 150-200 cycles

_ QP!
- NUMA impact
- Remote LLC latency- ~ 70-80 cycles
- Remote memory latency y ~ 200-250 cycles
Data locality is very important QP!
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Modern cluster architecture.
Interconnect

- Infiniband

CPU —= MEM CPU '« MEM

- Technologies/APlIs
- RDMA (ibverbs, uDAPL, mxm)

- PSM
- Ethernet ! 03
- Technologies/APlIs HCA

- TCP/IP (sockets)
- OéeAcCc {apoaibi# nAMEAO| #

Remote memory latency ~ 1 usec (~2000 -3000 cycles)

Accelerators/Co -processors have possibility to use Interconnect directly
(E.g. CCLdirect)

RDMA- OS-bypassing. Zero-copy mechanism

11/11/2014
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Programming models
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Programming models.

- Node level
Pthreads
OpenMP
- TBB
CilckPlus

- Cluster level
- MPI
- Different PGAS models
- Hybrid model: MPI1+X. MP1+OpenMP

11/11/2014 - :
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Tools
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Intel® Cluster Studio XE

Product Feature

Intel ® Advisor XE Threading design assistant

A c/C++ and Fortran compilers
A Intel® Threading Building Blocks
Intel ® Composer XE AEesaeu Aadece Oeni
A Intel® Integrated Performance Primitives
A Intel® Math Kernel Library

Intel ® MPI Library High Performance Message Passing (MPI) Library

Performance Profiler for optimizing application

O A & A .
Intel *@ O fi & Anaplifier XE performance and scalability

Memory & threading dynamic analysis for code quality
Intel ® Inspector XE
Static Analysis for code quality

Intel ®Trace Analyzer & MPI Performance Profiler for understanding application
Collector correctness & behavior

Efficiently Produce Fast, Scalable and Reliable Applications. Including on
Xeon Phi
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Application optimization/tuning
example
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Project goals

AOéiT 8 0é Eédodeu Uadeeée Oaadg Yeéa i
vs initial Xeon-only baseline
A Test-drive Intel® Cluster Studio XE on Xeon Phi

A Create a casestudy, with practical recommendations reusable
In other cases

Not a goal: to create the best performing ray tracer. Refer to
dedicated projects (e.g. Embree by Intel Labs)
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Tachyon ray tracer

Open source ray tracing demo

(http://jedi.ks.uiuc.edu/~johns/raytracer/ )

Part of SpecMPI suite
Supports parallelism (MPIl + OpenMP)
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http://jedi.ks.uiuc.edu/~johns/raytracer/

Computational modes

Real-time rendering
Throughput computing

Production of Puss in Boots
required 69 million render hours
Images (c) Audi, Dreamworks
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Tachyon algorithm

G

Thread 0

Image pixel calculated using ray intersections Thread 1
(llghtS, reﬂeCt|0nS, ShadOWS) Thread n

3D model is a set of primitives (e.g. triangles)

3D space is pre-divided into grid, each voxel
points to list of triangles contained/crossing it

ko

Hybrid parallelism: each frame is divided into Thiead0

chunks processed by MPI processes, a chunk I

IS divided into lines processed by OpenMP Yy 2
threads

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Known issues of the algorithm

L Communication profile:

A 1 master and n workers. Workers communicate to the master only.

A Master performs same computations + processing. A bottleneck and limited
scalability.

A Each frame starts after a previous one. There is no explicit synchronization but
because of communication channel saturation slaves have to wait for the master.

L Work imbalance: lines and frames have different complexities

A J Hybrid parallelism with dynamic OpenMP scheduling helps to relieve
A Static MPI scheduling still exhibits the issue across frames

Limited scalability across Xeon cluster. MPI+OpenMP hybrid better than MPI
only

Optimization Notice
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Extra challenge - imbalance across Xeon
and Xeon Phi

Xeon and Xeon Phi have different performances

How to split up the work ?

Which execution model to choose ?

Is ray tracing good for Xeon Phi ?

Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.
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Porting: Efficient apps for Xeon Phi

1. Allow massive parallelism OYrRaseecCci i1éa
(to Toad 60+cores x 4 threads)

L no slack: available parallel work

2. Run intensive computations (frame height) ~ # of threads
(to efficiently use 512bit vectors)

L no vectorizable loops, only

3. Provide memory efficiency scalar computations
(to meet current 6 -16GB constraints)

( |ﬂ inside” " N N —

EEEE R

e """"

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Target execution model y Symmetric

MPI

) X EONE
X EON B Spu

NATIVE model

DIRECTIVES

:

XEON
PHI E

OFFLOAD model

k SYMMETRIC model /

Most flexible. Least number of code changes.
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Build for Xeon Phi

No code changes, only makefile:

-mmic Target platform is Xeon Phi

-fp-model fast=2 Trade-off between accuracy and performance, OK
for ray tracing

Very easy! Running code in a minute
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Uadyfpdéeaae avYidal C %

With default flag, a reciprocal (1/x) computation unexpectedly
became a hotspot on Phi (not on Xeon):

A Compiler generated heavy -weight code for higher precision

-fp-model fast=2 is a trade -off to favor performance (precision is
still fine for ray tracing)

A Reciprocal calculation time reduced by >2x
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Pa

One +

mpiexec.hydra \

-n 2 -host mynodel <command - line>: \

-n 2 -host mynode2 <command - line>: \
é

-n 2 1host mynoden <command - line>: \

Same syntax. A Phi card is just like another node.
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First results

intel inside*
e N0des X 2SNBY 1418 FPS 4 1 odec x (2SNB + 1KNG)39 EPS!

=|4 Nodes X 1IKNCy 38 FPS ?7?

"~ Xeon Phi’

SNB&Sandy Bridge, X gener ati on I ntelE Cor

KNCOKni ght s Corner ,-prdcessossl E Xeon F

Heterogeneous run slows down. Need to understand what happens
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Using Intel® Trace Analyzer and
Collector

|_Frocesses _% Major Functicn Groups ]? T

Multiple
synchronizations: all
processes wait for the

master

i e = _ MPI overhead is
gomm maim  significant comparing to
FlatProfle | Load Balance | callTeee | call Graph | useful Work

Group All_Processes ;l

Mame & |'rse|r ITS-QIF I'I'I'DLaI #Call ITSeIf.n’l:aII

E"" G_zoup All_Processes
i Group Application 1.54605 - [N 212625 = a n.a.
o Group MPT 580.183=-3 = [N 530.183e-3 = 3084  I88.13e-F = *
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x| aéa Diéadaog Aél éda

OpenMP overhead within

each frame due to work
imbalance

i Summan a Bottom-up MCCRSEIES

(result collected on 61

Grouping: Function / Call Stack h d . h d '"
threads; 244 threads wi
) Fr— i ; Ove.. h b I
Function / Call Stack CPU Tirme by Utilization InsFt{r;:lE:i::::jns and Worsen t e Im a ance
O Idle @ Poor O Ok [ Ideal B Over Spi..
I grid_intersect 63.658s (I 34,779,000,000 Os . o
Ptri intersect 51.616s (NG 31,095,000,000 Os| 2.04 e tachyon tri intersect
P _kmp_wait_sleep 14.347s (D 4,285,000,000 14.347s  4.125 1.000 libiompS.s0 __kmp_wait_sleep
D_kmp_static_yield 8.357s A 1,618,000,000 8.357s 5.363 1.000 libiompS.so __kmp_static_yield(int)
¥ and_bounds_intersect 5.8985- 4,305,000,000 Os 1974 1.000 tachyon arid_bounds_intersect
[)full_shader 65.331s 3,811,000,000 Os 2047 1.000 tachyon full_shader
D Selected 1 row(s): 51.616s 31,095,000,000 Os 2.045 1.000 E
Qo O Q= 1100ms 1200ms 1300ms 1400y TEG0ms B8Oms 1700ms 1800ms 1900ms |Ruler Area
tachyon (0x1417 ]
OMF Worker Thre 1 [4] Thread
§ [oMPvierkerTrre L) Running
er Thre )
v CPU Time
£ |OMPWorker Thre ] ik
QWP Viorker Thre [] i Overhea..
OMP Worker Thre 3 CPU Time
Tt [¥] dduk CPU Time
cPU Time W‘ [] iy Overhea...
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-
(D>

& Bottom-up =

Grouping:

Function / Call Stack

[ grid_intersect
Ptri_intersect

P kmp_wait_sleep

P krp_static_yield
D*gﬁd_bounds_intemed
Pfull_shader

P light intersect

b

Selected 1 row(s):

< [
kGO

g

1.3s

OMP Worker Thre
OMP Worker Thre
OMP Worker Thre
OMP Worker Thre
OMP Worker Thre
OMP Warker Thre
OMP Worker Thre
OMP Worker Thre

Thread

¥r Clockticks by .. Instructions CRI Cache Usage Vectorization Usage
CPU Time | -
CPU_CLK UNH... LD Rate  |] Misses L1H.. Estimat.. Vectoriz.. L1 C.. L2 Comp.. L1
61.006s (MM 75,159,000,000 37,870,000,000 1985 361,200,000 0969 108.312 1889 2119 67.384 0.
50.977s (DD | £2,804,000,000 33,775,000,000 1.859 2,100,000 1.000 7619.3 1101 1.147 10683.333 0.
185625 22,869,000,000 3,465,000,000 6.600 0 1.000 0 0.000 0.000 0.000 0.
10. 0 1.000 000 0.000 0.000 0.000 0.
01, 0.000 2191 5.785 0.000 0.
115.762 2743 1945 330476 0.
=lele a N ATIO N a 1258.000 1827 0897 20)0.000 0.
72 65421 11177 22940 829474 0.0~
¥
0 0[0
2.1s 2.2s 2.3s Ruler Area
» . = v| 1 Frame
acall: goovecto 0 -
i [¥] Thread
nrerecd - N ~ ~ [#] &3 Running
[v] il Hardware E ...
~Ye » = []Hardware Events

[]Frame Rate
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Conclusions

A No vectorization y 512 bit registers (able to hold 16 floats) are
wasted

A Insufficient parallelism y 240 hyper -threads are wasted

¥

A Ranks on Xeon Phi run slower than on Xeon

Due to static MPI schedullng within each frame and frame - by-

AT Yéa ReéinovYyoaee # Uaéeeéect RYE@ée:¢

OadcCi Reéi eaona oaaal

Total performance suffers
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Improvement directions

A
Dynamic
balancing across
MPI ranks
>
SIMD: exploit Efficient intra -process
vectors OpenMP parallelism

This works for both Xeon Phi and Xeon
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#1 - Dynamic MPI scheduling

Each worker computes entire frame: asks a master for
a frame #, computes and sends back entire frame

Master maintains a circular buffer, dispatches frame #,
displays a frame. No computation by master

A Circular buffer to avoid memory growth

Significantly reduces # of communications

Reduced synchronizations: a worker does not wait for
others anymore

Compensates Xeon vs Xeon Phi difference

Increases scalability
Improves both Xeon Phi and Xeon -only !
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Code change

A Producer-consumer like algorithm
A New algorithm y ~250 lines in main loop

A Not Xeon Phi specific: could be implemented to address
limited Xeon scalability. Xeon Phi just triggered it.

A This is important: you optimize for Xeon, benefit everywhere!

Non-trivial but not a rocket science. Double ROI

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Re-running Intel Trace Analyzer and

ollector

ﬁ O Intel® Trace Analyzer - [1: home/dyginAachyoen-0.99b6achyenic001 Achyon.st < imic17:

Eile Optiens  Eroject  Windows Help

wigw LCharts  Mavigate Advanced Layout

r hl
= 0.000 ODD - 4151 797 : 4151 787 [Seconds ™ All Processes 4 Major Function Groupe L?? |
o | | 9%~ £ i P '

Fo
F1
F2
2

N O0Thino

F3

oy == dispatching the work an
. polling for completion
o status

1

MPI processes are doing
useful work, not waiting
for each other
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Re-running Intel Trace Analyzer and
Collector (3 € € 9 Ca a

'\. Total Data Yelume [B] (Sender by Recsiver)
i
|
FC F1| F2| P3| P3| P5| PE| P7| PE| P2| =11 Sum | Mean I;
- =Je NIFrOCE = PO 1.31 k| 131
> o o 46.4 M | 46.2 M
alll U 45.5 M | 48.5 M
NATAa O @8 =Yo » P2 15.5 M 15.5 M
~ AN P4 19,7 1 RER
JIOCC U F5 1.7 » 15,7 M
P& 1.7 M 15,7 M
F? la.5 M 1.3 M
~TOCE C Al C U 10114gC FE 15.7 M | 15.7 M
nNatead o -¥- N - P 1.7 M 157 M| _ |
P10 la.5 M 1.3 M
Sum 250 M 240232100104 104 104 100 104 104100 230 M -
| | _'*I_I
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#2. Improve OpenMP parallelism

Create parallel slack by reducing chunk size: from a line
to a few pixels.

— ]
- FRERER

L L Ll

A >= cache line (to avoid false sharing)

Keep dynamic scheduling (OMP_SCHEDULE=dynamic)

Enables massive parallelism (# of chunks >> HW threads)

gl Compensates different line complexities

A Also helps on Xeon
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Code change

#pragma omp for schedule(runtime) nowait i _ i
fir i (sTNGLE VAR L00P) 6 new lines y an OpenMP for-loop by pixel #,
for {(p = 8; p < total pixel; p += grain_size) { InStead Of by Ilﬂe #
for (pp = 8; pp < grain_size; pp++) {
int tp = p + pp;
y = starty + (tp / xcount) * yinc;
¥ = startx + (tp ¥ xcount) * winc;
addr = hsize * (y - 1) + (3 * (x - 1));
[#else /* SINGLE_WAR_LOOP */
for (y=starty; y<=stopy; y+=yinc) {
addr = hsize * (y - 1) + (3 * (startx - 1));

I for (x=startx; wx<=stopx; xt=wxinc,addr+=hskip) {
#endif

primary.frng = cachefrng; /¥ each pixel uses

col=scene->camera.cam_ray(&primary, x, y);

Straightforward change. The same parallel model y OpenMP. Again, double
ROI

Optimization Notice
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Re-running with Amplifier XE

S Hotspots H

OpenMP overhead
significantly reduced.
The timeline is clean

Grouping: Function [ Call Stack

CPU Time by Utilization

reflecting good work

o Instructions &%

Funtion / Cal Stack @ dle @ Pcor @ Ok @ ldeal @ Over il 5:{. balance

D_svml_powfls_mask 22225 1,028,000,000 Os
I*shade reflection 2.032s 1,007,000,000 Os

[ D_kmp_wait_sleep 1.840s 504,000,000 1.840s R o .
[»simple_point_light_shade_diffuse 1.742s 802,000,000 0s simple_point_light_shade_diffuse
[)test_then_inc_acq-.':int} 1 1.589s 29,000,000 0s int test then_inc_acg=int=(int volat|
Dgenen’c smp_call function single interrupt 1.284s ] 317,000,000 Os 1.000 wvmlinux generic smp call function single in

[ D_kmp_static_},rield 1.084s 209,000,000 1.084s 1.000 libiomp5.so __kmp_static_yield(int) ]
P stri_ norral 1.028s1 537.000,000 Os 2358 1.000 tachwvan stri_normal

Selected 1 row(s): 67.225s 34,941,000,000 0s 2370 1l.000

(el Jel el Ruler Area
tachyon (0x1537 I Frame
2 |OMP Worker Thre e
E g:imng:i [ Running
v CPU Tirne
OMP Worker Thre (] bk
[v] iuky Overhea...
CPU Time | | CPU Time
[7] dhuds CPU Time |
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#3. Exploiting SIMD (Single Instruction
Multiple Data)

static void tri_intersect(const tri * trn, ray * ry) {

How to utilize vectorization when:

flt det, inv_det, t, u, v;

/* begin calculating determinant - also used to cal

A there are no loops in a hotspot function ( tri_iNtersect) ? | s ros o,

/* if determinant is near zero, ray lies in plane of

A the hotspot function is called on a linked list i 7 ot pree);
if (det > -EPSILON &% det < EPSILON)

(grid_intersect) ?

inv_det = 1.8 / det;

/* calculate distance from vert® to ray origin */

™ Hotspots Hotspots viewpoint (change) @ SUB(tvec, ry->o, trn->ve);

/* calculate U parameter and test bounds */
N g . . . = - o o B - :
¥ Analysis Target Analysis Type B Collection Log | | © Summary a Bottom-up G u = DOT(tvec, pvec) * inv_det;
= = = 2 = z if(u<e.e || u>1.8)
return;

Grouping: [Funcﬁon J Call 5tack

/* prepare to test V parameter */
CROSS(quvec, tvec, trn-redgel);

Function / Call Stack CPU Time W Module Functic

/* calculate V parameter and test bounds */

El tri_intersect tachyon.exe | tri_intersect ‘.’;(WT(;Y;TT quec) i";sdeti
1 v < - u+ v > -

[ grid_intersect 4.4315_ tachyon.exe grid_intersect return;

[ grid_bounds_intersect 1.Z|.35. tachyon.exe grid_bounds_inte /* calculate t, ray intersects triangle */
t = DOT(trn->edge2, ) * inv_det;

[# full_shader 0.4945. tachyon.exe full_shader FTRAERS, Avee) A

. S . . S ->add_i ion(t, (object * L ry)s
[ simple_point_light_shade_diffuse 0.356s tachyon.exe simple_point_ligh ) ry->add dntersection(r, (sbject ) wrn, 1)

Optimization Notice Copyright © 2014, Intel Corporation. All rights reserved. *Other names and brands may be claimed as the property of others.



Code changey new data structures

Composite triangles:

L A SSE: 4 triangles, AVX: 8, Xeon Phi: 16
Composite trlangles ) _ o
rrrrrrr A Structure Of Arrays: register containing 4/8/16 float

"A‘ "" : 1{%'2,%1 *" coordinates (x, y or z)

’4““‘y T A Aas 6Yic 56 aAaiRIADPA T avec)
A small library of vector operations (+, -, dot-,

¢ | x8 | x7 ! X6 ! X5 X4 | X3 X2 | X1 _\A..\,_, . R
.. cross-i 1T é anfBo#imnsicBT a é a

o

511

LCEI R LR CE R R A Reused from Embree for SSE/AVX, extended for Phi

X8rY8IXTrY 70 X6rY 6 X5 Y5IXAr Y4 X3r Y3 X2r Y2 X1r Y Al

Single C++ template intersection (et al) function

A No code duplication

xaerydd é

Again, double ROI - improves both Xeon Phi and Xeon !
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