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What is Machine Learning?

ŕĒĠĢħĨĭĤ Learning: Field of study that gives 
computers the ability to learn without being 
explicitly programmed !Ŗ

- Arthur Samuel, 1959
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Types of Machine Learning Algorithms

Supervised Learning

Á Training data contains the “correct answer” for each sample

Á Goal: Learn to predict the “correct answer” for a new data

Unsupervised Learning

Á Training data contains no additional information

Á Goal: Learn structure and dependencies in the data

Reinforcement Learning

Á Learning is performed through the interaction with the environment

Á The system gets a response when it preforms an action in the environment

Á Goal: Maximize the value of total “reward”
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Regression
Supervised Learning

Problems

Á A company wants to define the impact of 
the pricing changes on the number of 
product sales

Á A biologist wants to define the 
relationships between body size, shape, 
anatomy and behavior of the organism

Solution: Linear Regression

Á An additive linear model for relationship 
between features and the response

Source: Gareth James, Daniela Witten, Trevor Hastie, Robert Tibshirani. (2014). 
An Introduction to Statistical Learning. Springer
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CLASSIFICATION
Supervised Learning

Problems

Á An emailing service provider wants to 
build a spam filter for the customers

Á A postal service wants to implement 
handwritten address interpretation

Solution: Support Vector Machine

Á Works well for non -linear decision 
boundary

Á Kernel trick

Á Multi -class classifier

Á One-vs-One

Source: Gareth James, Daniela Witten, Trevor Hastie, Robert Tibshirani. 
(2014). An Introduction to Statistical Learning. Springer

https://sendpulse.com/support/glossary/spam -filter
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Cluster Analysis
Unsupervised Learning

Problems

Á A news provider wants to group the 
news with similar headlines in the same 
section

Á Humans with similar genetic pattern are 
grouped together to identify correlation 
with a specific disease

Solution: K-Means

Á Partitions data into k clusters

Á Each sample belongs to the cluster with 
the nearest mean

Source: Gareth James, Daniela Witten, Trevor Hastie, Robert Tibshirani. (2014). 
An Introduction to Statistical Learning. Springer

Individuals Individuals

G
e

n
e

s

Clustering

http://www.nature.com/nrneurol/journal/v7/n8/fig_tab/nrneurol.2011.100_F1.html
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Dimensionality Reduction
Unsupervised Learning

Problems

Á Data scientist wants to visualize a multi-
dimensional data set

Á A classifier built on the whole data set 
tends to overfit

Solution: Principal Component Analysis

Á Uses orthogonal transformation to 
convert a data set into a new orthogonal 
coordinate system that optimally 
describes variance in this data set Source: Gareth James, Daniela Witten, Trevor Hastie, Robert Tibshirani. (2014). 

An Introduction to Statistical Learning. Springer
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Cluster Analysis with K-means
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Problem statement

Á Define the centers of seismic activity

Á Data set: Significant Earthquakes 1965-2016

Áhttps:// www.kaggle.com/usgs/earthquake-database

ÁAll earthquakes with a reported magnitude 5.5 or higher since 
1965 .

ÁCollected by the National Earthquake Information Center (NEIC)

Á21 features; 23412 samples; contains missing data

Á Solution: K-means clustering algorithm
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Data set
Date Time Latitude Longitude Type Depth … Magnitude …

1/2/1965 13:44:18 19.246 145.616 Earthquake 131.6 6

1/4/1965 11:29:49 1.863 127.352 Earthquake 80 5.8

1/5/1965 18:05:58 -20.579 -173.972 Earthquake 20 6.2

1/8/1965 18:49:43 -59.076 -23.557 Earthquake 15 5.8

… … … … … … … … …

12/28/2016 12:38:51 36.9179 140.4262 Earthquake 10 5.9

12/29/2016 22:30:19 -9.0283 118.6639 Earthquake 79 6.3

12/30/2016 20:08:28 37.3973 141.4103 Earthquake 11.94 5.5
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Input DATA PREPROCESSING

Á Feature selection –selects a subset of features

ÁHand picked features

ÁBrute force

ÁSearch algorithms

Á…

Á Feature extraction –builds new features

ÁHand crafted

ÁDimensionality reduction

Á…
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K-MEANS CLUSTERING

Á The idea is proposed in 1957

Á K –the number of clusters, a parameter of the algorithm

Á Goal: Minimize the within-cluster sum of squared distances

ÁNP-hard problem, even in 2D

ÁA variety of heuristic algorithms exists

Á Lloyd’s algorithm –a heuristics!

ÁSuperpolynomial in the worst case
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Lloyd’s Algorithm
The Idea

Iterative algorithm. Each iteration comprises two steps:

ÁAssignment: Assign each sample to the cluster whose center is the 
closest to this observation

ÁUpdate: Compute the new cluster centers

Iterate until:

ÁThe maximum number of iterations is reached, or

ÁThe cluster centers no longer change
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Lloyd’s Algorithm
Mathematical Description

Á Assignment

Ὓ ὼȡὼ ‘ ὼ ‘ ȟᶅὮ ὭȠὭȟὮ ρȟȣȟὑȠὴ ρȟȣȟὔ.

ὸ–iteration index.

Each ὼ is assigned to exactly one Ὓ .

Á Update

‘ В
ᶰ

ὼ

This process minimizes the cost function ὐὛ В Вᶰ ὼ ‘

The result depends on the initial set of cluster centers
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K-means Algorithm initialization techniques

Á First K samples

Á Random K samples

Á Hand picked K points

Á Random Partition

Á K-means++

Á K-means||

Á …
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Lloyd’s Algorithm
Illustration
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Choosing The Optimal K

ÁRule of thumb: ὑ ϳ

Á Idea:Estimate the 
dependency of the cost 
function ὐὛ from the 
number of clusters

ὐὛ

ᶰ

ὼ ‘
Elbow method: choose the K so that 
adding another cluster does not gives 
much smaller value of the cost function

The cost 
function starts 
to decrease 
slower

https://www.quora.com/How -can-we-choose-a-good-K-for-K-means-clustering
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K-MEANS CLUSTERING
Peculiarities

Á Requires to provide the number of 
clusters K

Á Result depends on the initial set of 
cluster centers

Á Converges to the local minimum

ÁThose local minima can form illogical 
clusters in practice

Á Tendency to produce equal-sized 
clusters

18

https://en.wikipedia.org/wiki/K -means_clustering
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K-MEANS with 5 clusters

https://www.google.com/maps
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K-MEANS with 20 clusters

https://www.google.com/maps
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K-MEANS with 50 clusters

https://www.google.com/maps
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LAB ACTIVITY

https:// github.com/daaltces/pydaal -tutorials

Á source activate idp (on Linux* and OS X*)

activate idp (on Windows*)

Á Unpack pydaal -tutorials -master.zip into some folder

Á cd < some_folder >/ pydaal - tutorials - master

Á jup yter notebook

ÁThis will launch the project in your browser window
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LINEAR REGRESSION
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Problem statement

Á Predict the prices in the real estate market

Á Data set: House Sales in King County, USA

Áhttps:// www.kaggle.com/harlfoxem/housesalesprediction

ÁHouse sale prices for King County, which includes Seattle, between 
May 2014 and May 2015

Á21 features; 21613 samples; no missing values

Á Solution: Linear Regression
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WHAT FEATURES TO USE?

Á What data about the problem we can get?

ÁObjective characteristics
ÁTechnical certificate

Á…

ÁSubjective characteristics
ÁHouse conditions

ÁPrestigiousnessof the district

ÁView

Á…

Á Which features in the data set influence the prices?
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Data set

id date price bedrooms bathrooms sqft_living … grade …

7129300520 20141013…221900 3 1 1180 7

6414100192 20141209…538000 3 2.25 2570 7

5631500400 20150225…180000 2 1 770 6

2487200875 20141209…604000 4 3 1960 7

… … … … … … … … …

1523300141 20140623…402101 2 0.75 1020 7

291310100 20150116…400000 3 2.5 1600 8

1523300157 20141015…325000 2 0.75 1020 7
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Linear Regression model

Á Multiple linear regression model has the form:

ώ  ὼ 

ὼ–value of the feature Ὦ

–random error

Á Goal: Find the coefficients that minimize the total error on the 
training data set
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Ordinary Least Squares Fitting

Find linear regression coefficients that minimize sum of the squared 
errors on the training data set:

ὗȟȣȟ ώ  ὼ Ễ ὼ ᴼ ÍÉÎ
ȟȣȟ
ὗ
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Ordinary Least Squares Fitting
Simple linear regression – regression with one feature
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How to find the coefficients?
Multiple linear regression

ὗȟȣȟ ώ  ὼ Ễ ὼ ᴼ ÍÉÎ
ȟȣȟ
ὗ

Using matrix form:

ὢ ώ ᴼÍÉÎὗ

where:

ὢ ὼ

ρ ὼ Ễ ὼ
ể ể Ệ ể
ρ ὼ Ễ ὼ

, 

ể


, ώ

ώ
ể
ώ

.
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How to find the coefficients?
Multiple linear regression

ὗ:

Á Quadratic in 

Á Has positive-definite Hessian, if ὶὥὲὯὢ Ὠ ρ

Č

Á ὗ–convex function, possesses unique global minimum .
ὗ


πȟὮ πȟȣȟὨ

In matrix form:

ςὢ ὢ ώ π ὢὢ ὢώ
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Linear regression coefficients

When ὶὥὲὯὢ Ὠ ρ, the unique solution is:

 ὢὢ ὢώ

Each coefficient describes the impact of the corresponding feature on the 
response

What if ὶὥὲὯὢ Ὠ ρ?

Á Use Moore-Penrose pseudoinverse to compute ὢὢ ὢ

Á Use another method to compute the coefficients:

ÁQR

ÁGradient descent

ÁRegularization: Ridge, Lasso, Elastic Net
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Quality metrics
Coefficient of Determination

Ὑ ρ
В ώ ώ

В ώ ώ

ώ–average of the observed responses

ώ–predictions computed by the model

Ὑ ᶰπȟρ

If Ὑ ρthen the model perfectly fits the data
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Quality metrics
Root Mean Squared Error

ὙὓὛὉ
В ώ ώ

ὲ

Á Represents the sample standard deviation of the prediction errors

Á The lower RMSE the better is the model
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What’s Next – Takeaways

Á Sharpen your machine learning skills

Áhttps ://software.intel.com/en-us/ai/academy

Á Learn more about Intel® DAAL

Áhttps:// software.intel.com/en-us/intel -daal

Á It supports C++, Java and Python

ÁWe want you to use Intel® DAAL in your machine learning projects

Á Keep an eye on the tutorial repository

Áhttps://github.com/daaltces/pydaal -tutorials

ÁWe’re adding more labs, samples, etc.
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Legal Disclaimer & Optimization Notice

INFORMATION IN THIS DOCUMENT IS PROVIDED “AS IS”. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR 
OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY THIS DOCUMENT. INTEL ASSUMES 
NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO THIS 
INFORMATION INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE, 
MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR OTHER INTELLECTUAL PROPERTY 
RIGHT.
Software and workloads used in performance tests may have been optimized for performance only on Intel 
microprocessors.  Performance tests, such as SYSmarkand MobileMark, are measured using specific computer 
systems, components, software, operations and functions.  Any change to any of those factors may cause the 
results to vary.  You should consult other information and performance tests to assist you in fully evaluating your 
contemplated purchases, including the performance of that product when combined with other products. 

For more complete information about compiler optimizations, see our Optimization Notice at 
https://software.intel.com/en -us/articles/optimization -notice#opt -en.
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